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Digital Pathology

Digital Pathology includes the collection,

management, exchange and interpretation

of pathological information, including slides

and digital data.

The main stages of the study:

 taking a biopsy;

 cutting, placing on glass;

 staining;

 glass scanning;

 image analysis by a histologist;

The images obtained by the scanner are used by histologists for morphological diagnostics 

(analysis of cellular structures and finding structural abnormalities).
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Digital Pathology. WSI

A histological whole slide image (WSI) 

sample:

 optical magnification 40x;

 resolution 111552 × 90473 (~1010 px);

 tiff file: ~3GB;

 even after 16x downsampling the 

resolution is 6972 × 5654 px;

An example of WSI.
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Problems of tissue type classification for WSIs

 Low accuracy of traditional CNN models

❖ Due to the memory limitation, the WSI cannot be

loaded into neural network, so we must split WSI into
small fragments and sent them into the network.

❖ But in this case, we lose information about spatial
relationships so the performance of CNNs decrease.

 GNNs are not yet used for fragment classification

❖ Deep neural networks based on graphs (graph neural
networks, GNNs) are more effective for describing
spatially-connected data.

❖ But existing methods yet have attempted to apply GNNs
only to whole slide histological images on classifying
the label of a set of instances rather than individual
instances.



Without data, algorithms mean nothing → PATH-DT-MSU

PATH-DT-MSU consists of several subsets:

 S1, S2

 WSS1, WSS2

 WSR1

In this work we used PATH-DT-MSU WSS2-v2:

 10 whole slide images at x40 magnification

(resolution ~ 110,000 x 90,000 pixels)

 5 classes (AT, BG, LP, MM, TUM) annotated 

with polygons

 Annotated train set:

1560, 7098, 533, 895, 1303 million pixels 

 Annotated test set:

1086, 8032, 318, 743, 1199 million pixels

http://imaging.cs.msu.ru/en/research/histology/path-dt-msu

Used dataset 6

http://imaging.cs.msu.ru/en/research/histology/path-dt-msu


PATH-DT-MSU. WSS2 v2

http://imaging.cs.msu.ru/en/research/histology/path-dt-msu

Used dataset 7

http://imaging.cs.msu.ru/en/research/histology/path-dt-msu


Sub-graph sampling strategy 
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 Existing sub-graph sampling strategies

 Proposed sampling strategy

We select patches only from annotated regions and

the probability of a region being selected is related 

to its area:

Most related works apply GNN on WSIs sample the

sub-graph with a large sliding windows, which is

sub-optimal. This is because most ground truth

patches from this window are the same, and

unannotated areas are also included. This prevent

the model from fully utilizing location information

and learning valuable features.



Proposed model architecture
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The proposed pipeline consists of patch sampling step, feature embedding step, graph constructing step, 

2 GC (attention) blocks and MLP head: 



Proposed model architecture. Graph convolution block (GC block)
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 Feature embeddings:

The input of the graph neural network can be defined as follow: 
𝑋𝑖𝑛 = 𝑋 + 𝑝𝑥,

where 𝑋 is the feature embedding  formed with the patch-based encoder and positional embedding 𝑝𝑥 is 
the absolute position encoding (generated with one linear layer from coords). 

 Graph attention:

For each edge 𝑒𝑢𝑣 that connects nodes 𝑢 and 𝑣 from the 𝑋𝑖𝑛 we calculate edge attention:

𝛼𝑢𝑣 =
exp(𝜎(𝐿 𝑾𝑓𝑢||𝑾 𝑓𝑣 ))

σ𝑘∈𝑁𝑖
exp(𝜎(𝐿 𝑾𝑓𝑢||𝑾 𝑓𝑘 ))

,

Where 𝑓𝑢, 𝑓𝑣, 𝑓𝑘 are the features of nodes 𝑢, 𝑣, 𝑘. 𝑁𝑖 is a set of neighbor nodes, || is the concatenation 
operator. 𝐿() is a linear transformation and 𝜎() is a RELU function.

The final output of GC block is obtained as:

𝑓𝑢
′ = 𝜎 

𝑣∈𝑁𝑖

𝛼𝑢𝑣𝑓𝑣 + 𝑓𝑢.
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Main Results

1. Effectiveness of graph-based approach:
Graph-based models, including ours,
demonstrate a significant improvement
over patch-based models in Macro-F1
score, highlighting the importance of
incorporating spatial and neighborhood
information for tissue classification.

2. Improved graph sampling:
great performance gain compared to
previous graph-based methods indicates
the effectiveness of the proposed graph
sampling strategy in capturing relevant
location and neighborhood context;

3. Success in challenging categories:
best performance in classifying MM and
TUM tissues (have been historically
challenging);
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 Ablations on the patch-based encoder:

1. Pre-training and fine-tuning are crucial;

2. Encoder architecture has limited impact;

Abblation studies. Encoder

* - pretrained on ImageNet

** - pretrained on ImageNet + finetuned on PATH-DT-MSU WSS2v2
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 Ablations on the graph construction strategy:

1. Spatial distance outperforms feature similarity.

2. KNN by distance with 𝑘 = 5 yields best results

Abblation studies. Graph construction

* Fully connected means constructing graph from large sliding window

*



Conclusion and future work 14

1. We presented a novel graph-based method for
tissue classification in histological WSIs that
leverage GCNNs and a new sub-graph sampling
strategy;

2. The proposed method demonstrates superior
performance compared to state-of-the-art
patch-based and graph-based methods
(macro F1 = 0.92 for PATH-DT-MSU WSS2-v2
test set);

Conclusion
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1. Inference on whole slide images:

 extract all patches and construct multiple
sub-graphs;

 due to class imbalance use the same node
in multiple sub-graphs, with its prediction
being averaged;

 uniting all nodes’ prediction, obtain a
coarse segmentation of the entire WSI

2. More detailed testing on various datasets;

3. Integrating the proposed method of WSI
segmentation into PathScribe software
(https://pathscribe.ru/ );

Demo video of main desktop view of PathScribe for macOS.

Future work

https://pathscribe.ru/


Thank you for 

your attention!
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